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**ABSTRACT:** Layering two-dimensional van der Waals materials provides a high degree of control over atomic placement, which could enable tailoring of vibrational spectra and heat flow at the sub-nanometer scale. Here, using spatially resolved ultrafast thermoreflectance and spectroscopy, we uncover the design rules governing cross-plane heat transport in superlattices assembled from monolayers of graphene (G) and MoS₂ (M). Using a combinatorial experimental approach, we probe nine different stacking sequences, G, GG, MG, GGG, GMG, GMGM, GMGG, GMMG, and GMGMG, and identify the effects of vibrational mismatch, interlayer adhesion, and junction asymmetry on thermal transport. Pure G sequences display evidence of quasi-ballistic transport, whereas adding even a single M layer strongly disrupts heat conduction. The experimental data are described well by molecular dynamics simulations, which include thermal expansion, electronic properties, and vibrations.
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Controlling thermal transport at the nanoscale is a major engineering challenge with applications in nanoelectronics, photonics, and energy conversion. Traditional approaches of controlling heat flow have relied on top-down methods, where the thermal conductivity of a material is tuned either through the incorporation of defects or via a reduction in dimensionality. While these approaches have resulted in the discovery of various regimes of thermal transport, as well as useful applications, they offer limited flexibility in terms of the range of thermal properties that can be accessed. In contrast, two-dimensional (2D) materials offer the ability to engineer thermal transport in a bottom-up manner. Layer-by-layer (LBL) assembly enables the creation of synthetic heterostructures with artificially tailored optical and electronic properties. Because the distribution of atomic masses and bond strengths can be varied on the length scale of individual atoms, it has also been suggested that phonon spectra and thermal transport can be engineered in extreme ways. This tunability arises from variations in atomic composition on the scale of phonon wavelengths (few nanometers), as well as large coherence lengths of heat-carrying phonons traveling across van der Waals (vdW) interfaces.

The ability to choose different 2D layers and stack them in a deterministic fashion can enable thermal metamaterials with tailored thermal transport and thermoelectric conversion properties. At the same time, understanding the factors limiting thermal transport at vdW heterointerfaces is crucial for several applications in photonics and nanoelectronics. Energy dissipation creates heat, and interfaces are often the primary bottleneck for cooling a device. Using techniques like Raman spectroscopy, time-domain thermoreflectance (TDTR), and time-resolved X-ray diffraction, previous studies have characterized the thermal boundary resistance (TBR) of various vdW interfaces between 2D materials and substrates, as well as between different 2D layers. It has generally been found that these interfaces are more thermally resistive than those between isotropic three-dimensional (3D) materials.

Despite these efforts, much remains to be understood about the fundamental mechanisms governing heat transport in vdW superlattices, and a systematic understanding is presently lacking. To design vdW thermal metamaterials, as well as...
understand the factors limiting heat dissipation in 2D heterostructure devices, the following questions need to be addressed: What are the primary factors governing thermal transport at vdW junctions; in particular, what are the roles of vibrational mismatch and interlayer separation? How does heat flow across a heterojunction compare to that across a homojunction? Finally, can we create 3D solids with tailored thermal conductivity by stacking 2D materials with matched or mismatched vibrational modes for a variety of applications?

To shed light on these questions, here, we design an array of LBL-assembled vdW solids made of two dissimilar 2D materials: monolayer graphene (G) and monolayer MoS$_2$ (M). Through combinatorial stacking of these monolayers, we construct nine sequences, G, GG, MG, GGG, GMG, GGMG, GMGG, GMMG, and GMGMG (see Figure 1), and measure their cross-plane thermal resistance, $R_{2D}$. This is done using a correlational experimental approach employing TDTR microscopy$^{2,19}$ and optical/spectroscopic imaging. Combining experimental results with non-equilibrium molecular dynamics (NEMD), we investigate the effect of layer number (G vs GG vs GGG and M vs MM) and vibrational mismatch (GM vs GG and MM) on thermal transport. NEMD simulations with finite-temperature thermal expansion effects accurately predict the thermal resistances of the G, GG, GGG, GMG, and GGMG sequences to within 20% of experimental values. The prediction for the thickest sequence (GMGMG) is $\sim$30% lower than measured. However, it becomes consistent if a larger-than-equilibrium interlayer separation (of only $\sim$1.4%) arising from stacking disorder is considered, as the thermal resistance of the system exhibits a strong dependence on interlayer spacing. Taken together, our results establish design rules governing heat transport in vdW metamaterials. By exploiting these rules, we create a nine-atom-thick "artificial solid" consisting of a graphene/MoS$_2$ superlattice with an effective cross-plane thermal conductivity lower than that of air, making it one of the most effective thermal insulators among fully dense materials.

RESULTS AND DISCUSSION

MoS$_2$ and graphene monolayers were grown by chemical vapor deposition (CVD) (see Methods for details).$^{20,21}$ Heterostructures were assembled by transferring these layers using a polymer-based process onto SiO$_2$ (90 nm) on Si substrates (see Methods). These substrates were prepatterned with $\sim$50 nm thick Ti/Au alignment markers. Three samples were prepared in all, as follows. Samples D1 and D2 each have up to four layers, containing regions with G, GG, MG, GMG, and GGMG stacking. Both samples were prepared from the same transfer process and were cleaved from a single chip within $\sim$1 cm of each other. Sample D3 contains up to five layers, with regions of GG, GGG, GMG, GMGG, GMGMG, and GMGMG stacking. Both D2 and D3 were annealed at 350 $^\circ$C for 3 h under vacuum (pressure $\approx$ 7 $\mu$Torr) to investigate the effect of interlayer coupling on thermal transport, whereas D1 was not annealed.

Figure 1A shows a schematic of the various stacking sequences grouped by the number of layers $n$. These are ($n = 1$) G; ($n = 2$) GG, MG; ($n = 3$) GGG, GMG; ($n = 4$) GGMG, GMGG, GMGMG; and ($n = 5$) GMGMG. A cross-sectional high-resolution transmission electron microscope 

![Figure 1](https://doi.org/10.1021/acsnano.1c06299)
(HRTEM) image of the GMMG stack from the annealed sample D2 is shown in Figure 1B. Four layers are distinguishable, with a total stack thickness of \( \approx 1.7 \) nm between the top and bottom graphene. Figure 1C shows a high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) image, where atomic number contrast enables visualization of the two MoS\(_2\) layers. From this image, we measure the \( M-M \) distance to be 0.6–0.7 nm, which is compatible with the 0.616 nm c-axis lattice parameter\(^ {23} \) in bulk 2H-MoS\(_2\), indicating good interface quality in our LBL-assembled samples.

To measure the thermal resistance across the stacks, \( R_{\text{2D}} \) we used TDTR microscopy (see Methods and Figures S1–S3). The samples were capped with an 80 nm thick Al film using electron-beam (e-beam) evaporation to serve as a transducer (Figure S4). The edges of the prepatterned Ti/Au markers remained visible under an integrated dark-field microscope even after Al deposition, enabling coarse alignment of the sample under the TDTR laser. Finer alignment was achieved by scanning the sample and constructing thermal resistance maps with a pixel size of 0.5 or 1 \( \mu \text{m} \). The full width at half-maximum (fwhm) spatial resolution of this technique is \( \approx 2.2 \mu \text{m} \) (Figure S5). By comparing the TDTR images with optical micrographs taken before Al capping, a one-to-one mapping was made between the stack configuration and measured \( R_{\text{2D}} \).

As mentioned before, an important feature of our experiments is the ability to measure multiple stack configurations within the same sample. This is enabled by the finite size (about tens of micrometers) of the triangular MoS\(_2\) monolayers and by tears (missing regions) in the graphene monolayers. Because we probe different regions within a few microns of one another, we can mitigate concerns about spatial variations in the quality of the top (between Al and the top 2D layer) and bottom interfaces (between the bottom 2D layer and SiO\(_2\) substrate) which could otherwise affect the measured \( R_{\text{2D}} \). For eight of the nine stacks, the top-most and bottom-most layers are G, which enables direct comparisons of the “intrinsic” stack resistances.

Figure 2A shows an optical image of a region of sample D1. Three stack sequences are distinguishable based on their optical contrast: GG, GMG, and GMMG. MoS\(_2\) photoluminescence (PL) emission measurements made on the same region and are shown in the inset of Figure 2B; the maps plot the intensity integrated over the energy range 1.82 to 1.9 eV. The PL intensity of the MM region is brighter than monolayer MoS\(_2\) (even with an arbitrary twist angle) is indirect band gap semiconductor with bright PL emission, whereas bilayer MoS\(_2\) (even with an arbitrary twist angle) is indirect band gap with significantly lower PL intensity.\(^ {23,24} \) In the as-prepared sample D1, the MoS\(_2\) layers are weakly coupled, and they behave as individual monolayers whose intensity is approximately doubled in the bilayer region.

Figure 2B displays a TDTR microscopy image of the same region where we plot a colormap of \( R_{\text{2D}} \). Details of the mapping technique are provided in the Methods section. A clear correspondence is seen between the optical, PL, and TDTR images. This visual correlation enables a direct extraction of \( R_{\text{2D}} \) for the different stacking configurations without any image processing. The GMMG region is the most thermally resistive, followed by GMG and GG. The sample also has regions of G and MG stacking, which are not shown in this map. Note that the TDTR measurements were made after the sample was coated with an optically opaque 80 nm thick Al layer; therefore, these results demonstrate the subsurface imaging capability enabled by TDTR microscopy. Single-spot TDTR time scans (over the full range of delays) for each stack configuration are provided in Figure 2C. The decay rate of the ratio \( \frac{-V_{\text{out}}}{V_{\text{in}}} \) signal encodes information about the interfacial thermal resistance: a faster (slower) rate indicates a lower (higher) \( R_{\text{2D}} \). The interfaces show uniformity over large areas, as illustrated by the thermal resistance profile in Figure 2D, which is plotted along the line marked in Figure 2B.

In LBL-assembled vdW stacks, it has been suggested that the interface quality can be improved significantly by high-temperature annealing.\(^ {25,26} \) To probe its effect on interlayer thermal transport, we measure \( R_{\text{2D}} \) on the annealed sample D2. Figure 3A shows an optical image of a D2 region where five different regions are identified besides bare SiO\(_2\): G, GG, MG, GMG, and GMMG. As discussed above, PL intensity provides a useful means to probe the strength of interlayer electronic coupling. We perform PL mapping of the same sample region (indicated by dash-dotted lines in Figure 3A) before and after the anneal. As demonstrated in Figure 3B, after annealing, there is a crossover in the MoS\(_2\) PL intensity, with GG, GMG, and GMMG showing quenched emission compared to GMG, consistent with stronger M–M electronic coupling. This is further supported by \textit{in situ} temperature-dependent PL measurements of monolayer and LBL-transferred bilayer MoS\(_2\), as shown in Figures S6 and S7. Note that this quenching is likely not due to enhanced G–M electronic coupling, as the PL intensity of
GMG does not change significantly on annealing (see Figure S8).

We employ Raman spectroscopy to probe the effect of annealing on interlayer vibrational and electronic coupling. Figure 3C shows that, on annealing, the $A'_1$ peak of MoS$_2$ in the GMMG region blue shifts, while the $E'$ peak shows little change. This increased separation by $\approx 2$ cm$^{-1}$ between the $A'_1$ and $E'$ phonon frequencies indicates stronger M–M vibrational coupling upon annealing. (D) Graphene Raman spectra of GG before (green) and after (blue) annealing. A larger frequency difference between the $A'_1$ and $E'$ modes suggests enhanced M–M vibrational coupling upon annealing. (E) TDTR map of thermal resistance ($R_{2D}$) for the region marked by the dashed lines in (A). (F) $R_{2D}$ of stacks G, GG, GMG, and GMMG in samples D1 (as prepared, i.e., not annealed) and D2 (annealed), extracted from single-spot time scans. Error bars are omitted for clarity (see Table S1 for uncertainty analysis). (G) Histograms of $R_{2D}$ for various stacking sequences based on regions of interest shown in Figures S10 and S11.

Figure 3. Vacuum annealing tunes interlayer coupling and thermal transport. (A) Optical micrograph of annealed sample D2 showing stacking sequences G, GG, MG, GMG, and GMMG. (B) MoS$_2$ PL maps of the region marked by the dash-dotted lines in (A) before and after annealing at 350 °C for 3 h under vacuum. A crossover is observed after annealing, with the PL of GMMG becoming quenched relative to GMG, indicating stronger M–M coupling. Note that the sample is rotated by $\sim 20^\circ$ in the bottom panel; also, the image is slightly distorted, possibly due to stage drift. (C) MoS$_2$ Raman spectra of GMMG before (green) and after (blue) annealing. A larger frequency difference between the $A'_1$ and $E'$ modes suggests enhanced M–M vibrational coupling upon annealing. (D) Graphene Raman spectra of GG before (green) and after (blue) annealing. An increase in the width of the 2D peak and a decrease in the intensity ratio of 2D and G peaks indicates strengthened G–G coupling. (E) TDTR map of thermal resistance ($R_{2D}$) for the region marked by the dashed lines in (A). (F) $R_{2D}$ of stacks G, GG, GMG, and GMMG in samples D1 (as prepared, i.e., not annealed) and D2 (annealed), extracted from single-spot time scans. Error bars are omitted for clarity (see Table S1 for uncertainty analysis). (G) Histograms of $R_{2D}$ for various stacking sequences based on regions of interest shown in Figures S10 and S11.
on a sample since they are within -100 μm of one another and also do not change substantially upon annealing as $R_c$ is similar before and after the anneal. While we also measure the thermal resistance of MG ($\approx 100$ m$^2$KGW$^{-1}$), we do not draw any major conclusions from it as its top layer is MoS$_2$, whose interfacial thermal resistance with Al could be different from that of graphene.

To probe these effects in higher-order stacks, we examine sample D3, which is annealed. Figure 4A,B presents optical microscopy and TDTR thermal resistance maps of a region of the sample that has four stacking sequences: GGG, GMGG, GGMG, and GMGMG. A different region containing GG and GGMG sequences is shown in Figure S13. Single-spot delay scans (Figure 4C) show that the temperature decay rates for stacks GG and GGG are very similar, as well as for stacks GMG, GMGG, and GGMG. Consistent with this, an ROI analysis of TDTR maps (Figure 4E) illustrates that the $R_{2D}$ distributions of GG and GGG overlap, as do those of GMG, GMGG, and GGMG. A summary of measurements made on this sample is presented in Figure 4D. The interfacial thermal resistances follow the trend: $R_{GMGG} > R_{GMG} \approx R_{GGMG} \approx R_{GGG} \approx R_{GG}$.

We make three key observations from the data. First, the strongly coupled (i.e., annealed) G, GG, and GGG interfaces have comparable thermal resistance, indicating that phonon transport across these interfaces is quasi-ballistic. This is shown in D3 by $R_{GGG} \approx R_{GG}$ and in D2 by $R_{GGG} \approx R_{GG}$ and is furthermore consistent with the observation that $R_{GMGG} \approx R_{GMG}$ (Figure 4C–E). We estimate the effective thermal resistance ($\rho$) of a single G–G junction, $\rho_{GG}$, using $(R_{GGG} - R_{GG})_{D3}$ and $(R_{GG} - R_{GG})_{D2}$ which gives $\rho_{GG} < 4$ m$^2$KGW$^{-1}$. This is consistent with prior calculations of the cross-plane ballistic thermal resistance of graphite at room temperature, $28$ which gave $\approx 2$ m$^2$KGW$^{-1}$. Similarly, we also extract the effective thermal resistance of an M–M junction, $\rho_{MM}$ using $R_{GMGM} - R_{GMG}$ where $R_{GMG}$ is averaged between D2 and D3; this gives $\rho_{MM} \approx 26$ m$^2$KGW$^{-1}$. Our measurements of Al/nG/SiO$_2$ ($n = 1, 2, 3$) are in good agreement with previous data for the thermal resistance of exfoliated few-layer graphene in Au/Ti/nG/SiO$_2$ and Au/Ti/nG/Si heterostructures, $17,29$ where no strong layer dependence was observed. This similarity between our LBL-assembled CVD-grown layers and prior results on pristine interfaces in exfoliated crystals suggests a good G–G interface quality in our annealed samples. Further, given that our polycrystalline samples are not prepared with a well-defined interlayer twist, this also indicates that turbostratic disorder may not have a strong impact on G–G thermal coupling.

Second, we find that the order of stacking does not affect the total thermal resistance, as $R_{GMGG} \approx R_{GMGM}$. This implies no measurable thermal rectification in such vdW junctions, consistent with prior MD simulations of graphene/MoS$_2$ $10$ and other 2D heterojunctions. $31$ However, we do not exclude the possibility of rectification under significantly larger thermal gradients, when nonlinearities in the vibrational spectra of G and M lattices may become important. $32$ In the present experiments, the vertical temperature gradient is on the order of 1 K nm$^{-1}$.

Third, the heterojunction G–M is more resistive than the homojunctions G–G and M–M. We estimate the effective G–M resistance using $\rho_{GM} = (R_{GMGM} - R_{GM})/4 \approx 37$ m$^2$KGW$^{-1}$. Comparing this with the thermal resistances of the
homojunctions, we summarize the trend as $\rho_{GM} > \rho_{MM} > \rho_{GG}$. This trend is consistent with previous MD simulations, which had calculated $\rho_{GM} \approx 3\rho_{MM}$ and $\rho_{GM} \approx 15\rho_{GG}$. Notably, a single G–M heterojunction consisting of a graphene and MoS$_2$ monolayer placed only ~0.5 nm apart has a thermal resistance comparable to ~50 nm of SiO$_2$. Equivalently, the GMGMG stack with a thickness of approximately 2 nm (extrapolating from the GMMG TEM graph) has an effective cross-plane thermal conductivity ($\approx$ thickness/resistance) $< 0.02$ Wm$^{-1}$K$^{-1}$. This represents one of the lowest thermal conductivities among dense solids, lower than that of dry air at 1 atm and 300 K ($\sim 0.026$ Wm$^{-1}$K$^{-1}$).

To gain further insights into the mechanisms governing heat transport in vdW stacks, we performed NEMD simulations. The following stacks were simulated to compare with the experiments: G, GG, GGG, GMG, GMMG, and GMGMG. Each stack was enclosed within nine atom thick Al leads. To account for thermal expansion at finite temperature, the structures were relaxed at 300 K using a free-energy minimization (FEM) approach in the quasi-harmonic approximation (QHA). As we will show later, thermal expansion is crucial to accurately capture the thermal resistances of the vdW junctions, owing to the strong sensitivity of the TBR to the interlayer spacing. Details of the simulation approach are provided in the Methods (also see Figures S14–S16).

Figure 5A shows the calculated thermal resistances of the various stacks (blue bars) plotted alongside the experimental data (red bars). In the calculations, the plotted results include the resistances of the top and bottom Al–G and G–Al interfaces, whereas in the experiments, they include the Al–G and G–SiO$_2$ interfaces. In general, good agreement is seen between the trends in the experiments and simulations, with a deviation of $<20\%$ for all stacks except GMGMG.

Notably, the simulations show that the resistances of the pure graphene junctions are independent of the number of layers, which is consistent with the measurements. This agreement is noteworthy considering that in the simulations adjacent G layers are AB stacked, whereas in the experiments, the layers are arbitrarily twisted. This suggests that thermal transport across few-layer G–G junctions is quasi-ballistic and may not depend strongly on the interlayer atomic registry. This transport across few-layer G–G junctions is quasi-ballistic and may not depend strongly on the interlayer atomic registry. This is also consistent with prior experiments on exfoliated AB-stacked few-layer graphene films where no layer-number dependence was observed in the cross-plane thermal resistance. Next, the simulations predict the trend $R_{GMGMG} > R_{GMMG} > R_{GMG}$, which is consistent with the measurements. For GMGMG, two stacks are simulated, with AB and AA stacking of the M layers; the latter has a resistance that is $\sim 8\%$ larger than the former. The discrepancy between theory and experiments is the largest for GMGMG at around 30%.

To understand possible reasons behind this, we consider the effect of interlayer spacing on thermal transport. We calculate the cross-plane thermal resistance of GMMG and GMGMG using NEMD, while varying the distance between two fixed layers of Al atoms within the top and bottom leads. In Figure 5B, we plot $R_{2D}$ versus the percentage cross-plane lattice expansion relative to its value at $T = 0$ K (purple and green curves). We see a strong, nonlinear increase in resistance with interlayer spacing. This is qualitatively consistent with prior NEMD simulations and $ab initio$ lattice dynamics calculations of the effect of cross-plane tensile strain on the c-axis thermal conductivity of pure MoS$_2$. In Figure 5B, we also plot points corresponding to the expansion and $R_{2D}$ values at 300 K using the FEM approach, which are in good agreement with the 0 K expansion curves. For GMGMG, an increase of $\sim 2.4\%$ in the layer separation (relative to 300 K) leads to a nearly 100% increase in the thermal resistance. These calculations also suggest that the average interlayer spacing in the GMGMG sample is $\sim 1.4\%$ larger than the equilibrium spacing at 300 K, which causes NEMD to underestimate the measured resistance by $\sim 30\%$. We draw two conclusions from this analysis. First, as the number of layers in the experimental vdW stack increases, the average interlayer separation exceeds the equilibrium value, possibly owing to trapped contaminants. Second, the strong sensitivity of the thermal resistance to c-axis lattice expansion indicates that extreme care must be taken to ensure cleanliness of heterostructures to be able to make fundamental measurements of interlayer phonon transport.
Finally, to gain insight into the behavior of thicker stacks, we ran NEMD simulations of an 11-layer and a 21-layer stack of alternating G and M layers. For these simulations, we use the equilibrium lattice spacing computed for the GMGMG stack by free energy optimization at 300 K. As expected, the device resistance increases with increasing number of GM layers, but not linearly (Figure S17). This suggests that the transport regime for stacks of less than 21 layers is not yet diffusive, and if the GM stacking is ideal, thicker devices will have lower thermal resistivity. However, while the theoretical onset of diffusive heat transport occurs beyond the thickness of the 21-layer stack, twisting disorder and impurities trapped in the vdW gaps may engender diffusive phonon transport in much thinner stacks. We suggest that the resistivity computed from the 21-layer stack may be used to roughly estimate the resistance of thicker heterostructures.

CONCLUSIONS

In conclusion, using a combinatorial experimental approach we have systematically characterized cross-plane thermal transport in LBL-assembled stacks of monolayer graphene and MoS2. Using correlative time-domain thermoreflectance and photoluminescence spectroscopy, in conjunction with molecular dynamics simulations, we examined the effects of vibrational mismatch, junction asymmetry, and interlayer coupling strength on heat transport across vdW interfaces. Our results provide a framework for understanding heat flow in vdW metamaterials and enable the creation of artificial solids with ultralow thermal conductivity. More broadly, 2D materials can serve as building blocks for the creation of structures with tailor-made thermal and electronic transport. By layering 2D monolayers with varying degrees of vibrational mismatch and atomic registry (i.e., twist angle and stacking) and leveraging the coupling between lattice and electronic degrees of freedom, there is potentially room for optimizing thermoelectric energy conversion efficiency. Lastly, the insights presented here will also allow for improved engineering of heat flow across vdW heterojunctions in 2D electronics, which is crucial for achieving ultimate performance limits in emerging computing and photonic devices.

METHODS

CVD Growth of Graphene and MoS2. Continuous monolayer graphene samples were prepared via a Cu-mediated low-pressure CVD process. Cu foil (≥99.9% purity, 33 μm thick, JX Nippon Mining & Metals) was placed in a 2 in. quartz tube after being cleaned with acetic acid. After annealing the Cu foil under hydrogen atmosphere at 1040 °C, graphene was synthesized by flowing methane and hydrogen gas at 1040 °C for 40 min. Discontinuous monolayer MoS2 samples consisting of triangular-shaped crystals were prepared via an atmospheric-pressure CVD process on a SiO2/Si substrate. The SiO2/Si substrate was first decorated with 20 μL of a perylene-3,4,9,10-tetracarboxylic acid tetrapotassium solution. It was placed in the center of a 2 in. quartz tube facing a perylene-3,4,9,10-tetracarboxylic acid tetrapotassium solution. It was rinsed thoroughly in a deionized water bath. The stack was pinched out of the bath and placed onto an as-grown MoS2 sample on a SiO2/ Si substrate. Note that the G/M interface did not come in contact with polymer. While maintaining adhesion between graphene and MoS2, a droplet of water was used to delaminate MoS2 from the SiO2/ Si substrate, resulting in a PS/PMMa/G/M-stacked sample. Higher-order stacks were prepared by iterating this procedure as required. For example, to assemble the GMGMG stack, the next step involved transferring this stack onto another as-grown graphene sample on Cu foil and repeating the above steps. Note again that the transfer process did not introduce polymer between the 2D layers. The final step involved transferring this stack (e.g., PS/PMMa/G/M/G/M/G) onto a SiO2 (90 nm) on a Si substrate. The PS/PMMa layers were removed by soaking the sample in toluene.

Time-Domain Thermoreflectance. TDTR is an optical pump–probe technique, which is used to measure thermal conductivity of thin films and TBR of interfaces. Details of this method and our setup are described elsewhere. Briefly, our setup is based on a 1064 nm, 82 MHz oscillator that produces ∼9 ps pulses. Pulse pulses are frequency-doubled to 532 nm by second harmonic generation and amplitude modulated at a frequency of fmod = 10 MHz using an electro-optic modulator. An optically opaque 80 nm thick aluminum transducer layer absorbs the pulses and converts them to heat. As the heat pulses diffuse through the film of interest, in our case, the stack of 2D layers, the temperature decay of the transducer is monitored by measuring the reflected probe intensity as a function of delay time between the pump and probe (0 to 3.7 ns). The measured data consist of the in-phase (Vinc) and out-of-phase voltage (Vout) components of the probe intensity demodulated at fmod using a lock-in amplifier. In a typical measurement, the time series of voltage ratio data (∼Vinc/Vout) is fit to the solution of a 3D heat diffusion model to extract R2D.

TDTR Mapping. In the present experiments, we adapted the TDTR technique to create maps of R2D by fixing the pump–probe delay time at +250 ps and raster scanning the sample. At each position on the sample, R2D was extracted by comparing the voltage ratio (∼Vinc/Vout) with a fixed-delay correlation curve obtained from the thermal model (Figure S11). Spatial variations in the interfacial resistance due to different layer stacking appear predominantly as variations in Vout (Figure S2). The thickness and thermophysical properties of Al and SiO2 layers and Si substrate were either measured or taken from literature. In the current experiments, we used a root-mean-square laser spot size of ∼5.1 μm and pump and probe incident powers of approximately 12 and 3 mW, respectively. The estimated steady-state temperature increase is ∼16 K. The fwhm spatial resolution of this technique is ∼1.2 μm (Figure S5). This technique has been used previously to measure spatially inhomogeneous thermal conductivity in polycrystalline diamond,43 lithium-intercalated MoS2,5 other materials,9,50,51,52 and other materials.5 Molecular Dynamics Simulations. Interatomic interactions are modeled with empirical potentials tested to reproduce the vibrational properties of graphite, MoS2, and aluminum. The reparametrized Kolmogorov–Crespi potential was used for interlayer graphene–graphene interactions because of its accuracy in representing the phonon dispersion of graphite along the Γ–A direction (Figure S14).55 The optimized Tersoff potential was used for intralayer (i.e., in-plane) C–C interactions due to its accurate reproduction of the phonon dispersion of graphene.44 Graphene–MoS2 interactions were modeled with a Lennard-Jones potential that was parametrized specifically to study the mechanical properties of graphite–MoS2 heterostructures.55 For MoS2–MoS2 interactions, we chose the reactive empirical bond-order-type Mo–S potential which has been shown to provide reasonable predictions for the thermal transport properties of MoS2.46 The embedded atom model (EAM) was used for Al–Al interactions, which accurately reproduces the phonon dispersion of aluminum (Al).57 For Al–graphene interactions, we
employed the Morse potential, which was designed for sp²-carbon modeled by Tersoff and Al modeled by the EAM. 46

The models were built replicating the commensurate 4 × 5 MoS₂—graphene hexagonal unit cell, which is made of 4 × 4 MoS₂ unit cells and 5 × 5 graphene unit cells. 47 The resulting GMG cells were then made commensurate with aluminum by creating a 13:3 Al—GMG unit cell using an aluminum face-centered cubic cell with a lattice parameter of 0.286 nm. The (111) Al slabs were placed on both sides of the GMG heterojunctions. We adopt periodic boundary conditions in the plane perpendicular to transport and fixed boundary conditions in the transport direction. The latter were implemented by constraining the coordinates of the outermost layer of Al atoms. We took special care to optimize the interlayer separation in the device by minimizing the free energy with the QHA. 35 Instead of classical MD in the constant pressure canonical ensemble, as the TBR is critically sensitive to cross-plane expansion, as shown in Figure 5B. We minimize the free energy with the QHA because it yields a 0 K graphite thermal expansion of 1.12% which is in better agreement with the measured thermal expansion 36 of 1.54% than MD simulations with the Nose-Hoover barostat, which yields an expansion of 0.53%. The better agreement between QHA thermal expansion and experiment over MD likely results from the inclusion of quantum statistics in the QHA, which help to correctly include the populations of soft flexural modes. The QHA free energy was minimized with respect to c-axis expansion and was computed by 

\[ F_{\text{vib}}(V) = E_{\text{vib}}(V) + F_{\text{el}}(V), \]

where \( E_{\text{vib}} \) is the total energy of the system at 0 K at a given volume, and \( F_{\text{el}} \) represents the vibrational contribution to the free energy:

\[ F_{\text{el}} = \sum_{\nu} \frac{\hbar \omega_{\nu}}{2} \log(1 - e^{-\beta \omega_{\nu}}) \]

where \( \omega_{\nu} \) are the square roots of the dynamical matrix eigenvalues yielded from all the atoms in the system except for the outer three layers of Al slabs on both sides of the device and \( \beta = (k_B T)^{-1} \). The dynamical matrices used for calculating the vibrational free energy were computed with LAMMPS 53 using the finite difference method with an atomic displacement of \( 10^{-7} \) nm. Once the interlayer separation was minimized according to the free energy, we calculated the thermal resistance of the devices by NEMD, following the protocol established in ref 52. The outermost layers of Al were fixed while the middle three layers of Al (out of nine layers) on each side were thermostated to 350 and 250 K with a Langevin integrator with a 1 ps relaxation rate. The equations of motion were integrated with a 1 fs time step. NEMD simulations were run, using LAMMPS, 33 for 4.5 ns to ensure that a steady-state heat flux was reached. Simulation configurations and temperature profiles computed in these simulations are shown in Figures S15 and S16.
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Figure S1: Transfer function relating the TDTR ratio signal (\(-V_{\text{in}}/V_{\text{out}}\)) at \(+250\) ps to the cross-plane thermal resistance of the 2D stack at the Al/SiO\(_2\) interface, \(R_{2D}\). Blue points are obtained from a solution to the 3D multilayer thermal model, while the red curve is a fit to a 6th order polynomial. The multilayer stack, from top to bottom, is: Al (80 nm)/{2D stack}/SiO\(_2\) (90 nm)/Si.

Figure S2: Maps of raw TDTR signals showing the (A) in-phase voltage \(V_{\text{in}}\), (B) out-of-phase voltage \(V_{\text{out}}\), (C) ratio = \(-V_{\text{in}}/V_{\text{out}}\), and (D) DC probe reflectivity measured by the photodetector. Signals (A)-(C) are at a probe delay time of \(+250\) ps. Because the sample is coated by an optically-opaque Al transducer layer, the DC probe reflectivity is uniform. Variations in the thermal resistance of the 2D interface between Al and SiO\(_2\) appear largely as variations in the out-of-phase voltage (and thus the ratio). The ratio signal is converted to thermal resistance of the 2D interface using the transfer curve shown in Fig. S1.
Figure S3: Sensitivity of the TDTR ratio signal to various parameters. TBC is the thermal boundary conductance = (thermal boundary resistance)$^{-1}$. The sensitivity coefficient for a parameter $\alpha$ is calculated as: $S_\alpha = \partial \log(Ratio)/\partial \log(\alpha)$, where $Ratio = -V_{in}/V_{out}$. Here, we examine the sensitivity to three parameters: (1) TBC at the Al/SiO$_2$ interface, which is equal to $(R_{2D})$$^{-1}$, and is the quantity we are interested in measuring (black markers), (2) TBC at the SiO$_2$/Si interface (red markers), and (3) Al transducer thickness (blue markers). Two sets of curves are plotted for extreme values of $R_{2D}$: diamonds for $R_{2D} = 50$ m$^2$K(GW)$^{-1}$, circles for $R_{2D} = 200$ m$^2$K(GW)$^{-1}$.

Figure S4: Cross sectional transmission electron micrograph (TEM) of a GMMG region in sample D2. The thickness of the Al transducer is 80 ± 2 nm (error bars based on the root-mean-square variation in thickness). The Ir and Pt layers are deposited during TEM sample preparation.
**Figure S5:** Spatial resolution of TDTR thermal resistance microscopy. (A) Thermal resistance map across a sharp junction between regions of the sample with GGG and GMGG stacking, i.e. the region on the right side has an additional MoS$_2$ monolayer inserted between the first two graphene layers. (B) Horizontal line cuts taken at 15 locations on the map (light grey) and the average of these line cuts (solid black). (C) Error function fit (black curve) of the average line cut data (red markers). Derivative of the error function curve gives a Gaussian (blue curve) with full-width half-maximum (FWHM) spatial resolution of 2.2 $\mu$m.

**Figure S6:** Temperature-dependent *in-situ* photoluminescence (PL) measurements. Plot on the left shows the intensity contrast between layer-by-layer transferred bilayer and monolayer MoS$_2$ regions. Significant quenching is observed above 200°C, consistent with stronger electronic coupling between the MoS$_2$ monolayers. Optical image on the right shows the locations of the two regions.
**Figure S7:** PL maps taken at different temperatures showing enhanced intensity quench in layer-by-layer transferred bilayer MoS$_2$ (labelled MM) relative to monolayer MoS$_2$ (labelled M) with increasing temperature.

**Figure S8:** MoS$_2$ PL point spectra of (A) GMG and (B) GMMG regions of sample D2, showing the effect of annealing at 350$^\circ$C for 3 hours under high vacuum (7 $\mu$Torr). No PL quenching is observed in GMG suggesting that annealing does not significantly modify the electronic coupling between graphene and MoS$_2$. In GMMG, the PL intensity is initially twice that in GMG, and is quenched upon annealing, due to the enhanced electronic coupling between the two MoS$_2$ monolayers.
Figure S9: Temperature-dependent *in-situ* Raman measurements. Main plot shows the frequency difference between the $A_{1}'$ and $E'$ modes as a function of temperature, for layer-by-layer transferred bilayer (black squares) and monolayer (red triangles) MoS$_2$. Inset shows the frequencies (in cm$^{-1}$) of the $A_{1}'$ and $E'$ modes for bilayer (‘2L’ black) and monolayer (‘1L’ red).
Figure S10: Comprehensive data on sample D1, showing optical micrographs, TDTR thermal resistance maps, and statistics. Regions of interest (ROIs) based on which the histograms are plotted are marked by the red polygons on the TDTR maps. (A)-(C) Region 1, providing data on GG and GMG regions. (D)-(F) Region 2, which zooms into the area enclosed within the dashed lines in (A), providing high-resolution data on GMMG. This TDTR map is measured with a step size of 500 nm. (G)-(I) Region 3, providing data on G, GMG, and GMMG. (J) Combined statistics taken from all 3 regions. In (C), (F), (I), and (J), each distribution is normalized by the number of pixels in the ROI.
Figure S11: Comprehensive data on sample D2, showing optical micrographs, TDTR thermal resistance maps, and statistics. Regions of interest (ROIs) based on which the histograms are plotted are marked by the red polygons on the TDTR maps. (A)-(C) Region 1, providing data on G, GG, GMG and GMMG regions. (D)-(F) Region 2, providing data on GG, GMG and GMMG regions. (G) Combined statistics taken from both regions. In (C), (F), and (G), each distribution is normalized by the number of pixels in the ROI.
Figure S12: Effect of annealing on sample roughness. Atomic force microscopy (AFM) scans of the same region of the sample before (left) and after (right) annealing. The green and yellow dashed boxes are regions with GMMG and GMG stacking, respectively. The root-mean-square (rms) roughness of the GMMG region increases from ~5.9 to ~6.2 nm, and that of the GMG region increases from ~2.6 to ~4.4 nm.
Figure S13: Comprehensive data on sample D3, showing optical micrographs, TDTR thermal resistance maps, and statistics. Regions of interest (ROIs) based on which the histograms are plotted are marked by the red polygons on the TDTR maps. (A)-(C) Region 1, providing data on GGG, GGMG, GMGG, and GMGMG regions. (D)-(F) Region 2, providing data on GG and GMG regions. (G) Combined statistics taken from both regions. In (C), (F), and (G), each distribution is normalized by the number of pixels in the ROI.
Figure S14: Phonon dispersion of graphite along the Γ-A direction computed with a modified Kolmogorov-Crespi (KC) potential (lines). The reparametrization of the KC potential involved lowering the exponential prefactor $C_0$ by 2 eV. This prefactor is directly related to the change in potential energy resulting from layer-layer relative in-plane translations. This was done to tune the softness of the transverse acoustic modes to produce better agreement with experimental phonon dispersion (filled circles) from Ref. 1.

Figure S15: Simulation configurations. Grey atoms are aluminum, cyan atoms are carbon, pink atoms are molybdenum, yellow atoms are sulfur. Black boxes enclose atoms that are kept fixed in the calculations. (A) During QHA FEM, the outer three layers of aluminum atoms are fixed. The set of fixed atoms to the right of the device is displaced relative to the rest of the device to relax the cell (indicated by a double-headed arrow). (B) During NEMD, the outermost layer of aluminum atoms on either side is fixed. The atoms in the red box represent the heat source which was set to 350 K, and the atoms in the blue box represent the heat sink which were thermostatted to 250 K using a Langevin thermostat. The rest of the device was run in the NVE ensemble.
Figure S16: Temperature profiles averaged over the last 500 ps of each NEMD simulation (with 10 fs intervals). Each device shows large jumps in the temperature profile at the Al-G interfaces indicating a larger resistance at these interfaces. The GG and GGG systems exhibit relatively low resistances at the G-G homojunctions compared to the Al-G heterojunctions. The GMMG shows that the M-M homojunction exhibits lower resistance than either the Al-G or G-M heterojunctions. The GMMG and GMGMG devices also have their 0 K optimized structures run at the same NEMD conditions for reference, to see the effects of thermal expansion. We see that for GMGMG, as the device expands, the resistances of the G-M interfaces grow relative to the Al-G interfaces, however, for GMMG this is not as clearly the case. As the devices expand, the G and M layers become thermally decoupled from one another, which contributes to an increase in the overall thermal resistance.

Figure S17: Thermal resistance of $n \times (GM)G$ ideal stacks with $n = 1, 2, 5, 10$ from NEMD simulations. Sub-linear increase of thermal resistance indicates that phonon transport is not yet diffusive for heterostructures with $< 21$ layers, and their overall thermal resistivity decreases as the stacks get thicker.
Table S1: Error propagation analysis

<table>
<thead>
<tr>
<th>Stack</th>
<th>$\Delta_1$: Al thick ±2 nm. (%)</th>
<th>$\Delta_2$: spot size ±2.5%. (%)</th>
<th>$\Delta_3$: $k_{\text{SiO}_2}$±0.1 Wm$^{-1}$K$^{-1}$. (%)</th>
<th>$\Delta_4$: ref phase ±8 mrad. (%)</th>
<th>$\Delta_5$: std. dev. (%)</th>
<th>$\Delta_6$: inter-sample. (%)</th>
<th>Total error, $\Delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>7.0</td>
<td>10.1</td>
<td>9.9</td>
<td>11.9</td>
<td>4.4</td>
<td>-</td>
<td>20.2</td>
</tr>
<tr>
<td>GG</td>
<td>7.0</td>
<td>10.1</td>
<td>9.9</td>
<td>11.9</td>
<td>4.5</td>
<td>2</td>
<td>20.4</td>
</tr>
<tr>
<td>GGG</td>
<td>7.0</td>
<td>10.1</td>
<td>9.9</td>
<td>11.9</td>
<td>3.2</td>
<td>-</td>
<td>20.0</td>
</tr>
<tr>
<td>GMG</td>
<td>4.3</td>
<td>8.4</td>
<td>3.5</td>
<td>8.9</td>
<td>4.1</td>
<td>7</td>
<td>15.7</td>
</tr>
<tr>
<td>GGMG</td>
<td>4.3</td>
<td>8.4</td>
<td>3.5</td>
<td>8.9</td>
<td>2.9</td>
<td>-</td>
<td>13.8</td>
</tr>
<tr>
<td>GMGG</td>
<td>4.3</td>
<td>8.4</td>
<td>3.5</td>
<td>8.9</td>
<td>3.2</td>
<td>-</td>
<td>13.8</td>
</tr>
<tr>
<td>GMMM</td>
<td>3.7</td>
<td>8.2</td>
<td>2.6</td>
<td>7.5</td>
<td>3.2</td>
<td>-</td>
<td>12.4</td>
</tr>
<tr>
<td>GMGGM</td>
<td>2.7</td>
<td>9.0</td>
<td>2.0</td>
<td>8.0</td>
<td>2.5</td>
<td>-</td>
<td>12.7</td>
</tr>
</tbody>
</table>

Six sources of error are considered (labeled $\Delta_1$ to $\Delta_6$). The first four are due to uncertainties in the: (1) thickness of the Al transducer, ±2 nm. (2) rms laser spot size, ±2.5%. (3) thermal conductivity of SiO$_2$, ±0.1 Wm$^{-1}$K$^{-1}$. (4) lock-in reference phase, ±8 mrad – estimated by dividing the rms noise in $V_{\text{out}}$ (between -100 ps and +50 ps) by the jump in $V_{\text{in}}$ at time-zero. The last two are due to: (5) spatial variations within a sample, determined from the standard deviation of the thermal resistance histograms. (6) Sample-to-sample variation, only relevant for GG and GMG where the same stack is found in more than one sample (D2 and D3). The total error is obtained by adding up the individual contributions in quadrature, $\Delta = (\Delta_1^2 + \Delta_2^2 + \Delta_3^2 + \Delta_4^2 + \Delta_5^2 + \Delta_6^2)^{1/2}$.

Supplementary References